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IU GlobalNOC	

•  Provide Network Management Services to 

Universities and Non-Profits	


• NMS Software-as-a-Service, NOC and 
Engineering Services	


•  18 National and Regional Research & 
Education Networks	


•  3,000+ Devices (DWDM, Switch, Routers)	


•  5,000 circuits	




OmniPoP	  

REN-ISAC 



OpenFlow and GENI	


8 Universities, GPO/BBN, & 2 National Backbones	




OpenFlow GENI Roadmap	






IU Deployment	


•  Focused on Edge (Closet) Deployment	


•  Goals:	


•  Stress-Test Current Implementations	


•  Verify “Sandboxing” of Openflow	


•  Develop Monitoring Tools	


•  Prepare for Production Deployments	




Deployment Methodology	


•  Initially Deploy Separate Switches	


•  Production VLAN + OF VLAN w/o OF	


•  Enable OF & Move Users onto OF  VLAN	


• Wireless SSID Plumbed into OF VLAN	


• Quick/Easy User Opt-in/Opt-out	


•  Easy way to add user traffic (4,000 APs)	






Status	

•  Indiana University	


•  7 switches deployed	


•  ~40 users on OF production network	


• National LambdaRail	


•  5 OF switches deployed on nat’l footprint	


•  Internet2	


•  1 OF switch deployed 	


• Multiple Experiments Running at GEC9	




Next Steps @ IU	


•  Add More OpenFlow Specific Monitoring	


•  Actively Recruit Users to Increase Load	


•  Develop Initial OpenFlow Applications	


•  Deploy OpenFlow to Production Switches	


•  Deploy Internal, Open-Source and 
Commercial Applications	




What will we do with 
OpenFlow ?	


•  1k-3k TCAM Entries in Typical Edge Switch	


•  Difficult to take advantage of:	


• Manual Config, SNMP Writes, RADIUS	


•  Limited Actions (allow/deny)	


•  Vendor Specific	


•  But what if you could program these 
through a standard API ?	




Edge Applications	

• NAC	


•  Auth, Redirect, Block	


•  Integrate with IDS/IPS 	


•  Push Filters to Edge	


•  Virtualization (FlowVisor)	


•  Different Control-Planes for Different 
Classes of Traffic	




Core Applications	


•  Dynamic Bandwidth/Path Provisioning	


•  Low Average Utilization with Periodic 
Large Flows (Scientific Datasets)	


•  Tools that Allow Apps to Proactively 
Reserved Bandwidth/Path 	


• OpenFlow Provides Better Mechanism 
for Provisioning - esp. multi-vendor	




3 New EU Projects: ���
OFELIA, SPARC, CHANGE	




EU Project Participants	

•  Germany	


•  Deutsch Telekom Laboratories	

•  Technishche Universitat Berlin	

•  European Center for ICT	

•  ADVA AG Optical Networking	

•  NEC Europe Ltd.	

•  Eurescom	


•  United Kingdom	

•  University of Essex	

•  Lancaster University	

•  University College London	


•  Spain	

•  i2CAT Foundation	

•  University of the Basque Country, 

Bilbao 	
	

•  Romania	


•  Universitatea Politehnica Bucuresti ���

•  Sweden	

•  ACREO AB (Sweden)	

•  Ericsson AB Sweden (Sweden)	


•  Hungary	

•  Ericsson Magyarorszag 

Kommunikacios Rendszerek KFT	

•  Switzerland	


•  Dreamlab Technologies	

•  Eidgenossische Technische 

Hochschule Zurich	

•  Italy	


•  Nextworks	

•  Universita` di Pisa	


•  Belgium	

•  Interdisciplinary Institute for 

Broadband Technology	

•  Universite catholique de Louvain	




OpenFlow Deployment in Japan 
NEC and JGN2Plus (NICT)	
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•  Network virtualization and slicing	

•  HD video distribution in different slices	


– Baseball game	

– Snow festival 	




Global Interest	




Current Trials and Deployments���
68 Trials/Deployments - 13 Countries	




USA-Academia	

Stanford University, CA 	

University of Washington, WA 	

Rutgers University, NJ 	

Princeton University, NJ 	

Clemson University, SC 	

Georgia Tech, GA 	

University of Wisconsin at Madison, WI 	

Indiana University	

ICSI Berkeley, CA 	

University of Massachusetts at Lowell 	

Clarkston University 	

Columbia University (course offered) 	

University of Kentucky 	

UC San Diego 	

UC Davis 	

iCAIR/Northwestern	

Rice University 	

Purdue University 	

Northern Arizona University 	


Current Trials and Deployments	

USA-Industry 	

Internet2 	

Cisco 	

Juniper 	

HP 	

Ciena 	

Deutsche Telekom R&D Lab 	

Marvell 	

Broadcom 	

Google 	

Unnamed Data Center Company	

Toroki 	

Nicira 	

Big switch networks 	

Orange Labs 	


USA-Government	

BBN 	

Unnamed Federal Agency	




Brazil 	

University of Campinas 	

Federal University of Rio de Janeiro 	

Federal University of Amazonas 	

Foundation Center of R&D in Telecomm.	

Canada	

University of Toronto 	

Germany 	

T-Labs Berlin 	

Leibniz Universität Hannover	

France 	

ENS Lyon/INRIA 	

India 	

VNIT	

Mahindra Satyam	

Italy 	

Politecnico di Torino	

United Kingdom 	

University College London	

Lancaster University	

University of Essex	

Taiwan	

National Center for High-Performance Computing 	

Chunghwa Telecom Co 	


Current Trials and Deployments	

Japan 	

NEC 	

JGN Plus	

NICT 	

University of Tokyo 	

Tokyo Institute of Technology 	

Kyushu Institute of Technology 	

NTT Network Innovation Laboratories 	

KDDI R&D Laboratories  	

Unnamed University	

South Korea 	

KOREN	

Seoul National University 	

Gwangju Institute of Science & Tech	

Pohang University of Science & Tech	

Korea  Institute of Science & Tech	

ETRI	

Chungnam National University	

Kyung Hee University	

Spain 	

University of Granada 	

Switzerland 	

CERN 	



