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It’s always a race...




Previous latency study

Evaluating IPv6 Adoption in the Internet

8% T T 100 %
IPvd-only T
79 | IPv4-dualstack ] 90 % | per T
IP\'ﬁ'dUﬂIEtHCk ST EEI % L ,.t""‘“ -
6% | IPv6-norelay IPv4-only
70% | IPvd-dualstack e 1
IPﬁ_duﬂlstack LRI ETET R}
60 % | IPvG-norelay 1
50 % |
40 % |
30% |
20% |
10 % |
0%

sec sec

Fig. 8. PDF and CDF of hit latency. Time granularity of 50 ms. The IPv4-only and
IPv4-dualstack plots are indistinguishable. The latency data are not indicative of or-
dinary Google service latency.

2010 - IPv6 is faster.



Previous latency study
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2012 - IPv6 is faster. Again.



How it could be?

[Pv6 Internet graph is subset of

[Pv4 Internet graph
Gipve & Gipya
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latency(G;pye) = latency(Gipya)



How it could be?

[Pv6 Internet graph is subset of
[Pv4 Internet graph ?

Gipve € Grpya

N2

latency(G;pye) = latency(Gipya)
Incorrect



Comparing IP Graphs

IPv4 IPv6

Number of AS 50157 9616
Number of links 193466 54425
Number of c2p links 90386 16051
Number of p2p links 103047 38372

Density of p2p is slightly higher in IPv6 then in IPv4.
But still no clear evidence.

But we don’t see all paths...



Possible Paths

But we could make assumption about
possible paths!

AS1 > AS2 > AS3
c2p c2p
c2p P2p
c2p p2c
p2p p2c

p2c p2p




Comparing IP Graphs

IPv4 IPv6
Number of AS 50157 9616
Number of links 193466 54425
Number of c2p links 90386 16051
Number of p2p links 103047 38372
Possible Paths 96 x 1076 12 x 10”6

Density in IPv6 is less then IPv4.
Still no evidence... ®



Difference between IP Graphs

IPv4 IPv6

Number of AS 50157 9616

Number of links 193466 54425

Number of c2p links 90386 16051

Number of p2p links 103047 38372
Possible Paths 96 x 1076 12 x 10”6
IPv4/1Pv6 IPv6/1Pv4

Number of links 139438 9578

Number of c2p links 77028 1211

Number of p2p links 62094 8360
Possible Paths 89 x 1076 5.8 x 1076

The difference ratio IPv6/IPv4 > 45%

Interesting!



Connectivity
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Connectivity(AS) =

Latency should linearly depend on connectivity



When IPv4 is faster then IPv6?

Connectivity v4 Connectivityve AS Relationsv4 AS Relations v6

c2p AS4770
AS38064 4.0574 7.9215 c2p AS9560 c2p AS9560
c2p AS24192

c2p AS9583
AS132043 3.557 5.8953 c2p AS18101 c2p 55824
c2p AS55824

c2p AS8553
c2p AS174

AS39537 2.27792 4.5904 c2p 6777 c2p AS8553
c2p 41847

+p2p
c2p AS3292

AS41401 2.8269 5.0108 c2p AS35121 c2p 41943
c2p 41943

When IPv6 graph is subgraph of IPv4 graph. As it should be.



When IPv6 is faster then IPv4?

Connectivity v4 Connectivityve AS Relationsv4 AS Relations v6

c2p AS52324

AS262934 6.0239 2.1081 c2p AS52465 c2p AS6939

AS52465 5.9786 2.1189 c2p AS262770 c2p AS6939
c2p AS23383

AS27912 5.27355 2.1129 c2p AS27696 c2p AS6939
c2p AS6697

AS42772 5.26224 2.1075 c2p AS12406 c2p AS6939

When in IPv6 you become client of AS6939!



AS6939 in IPv6 is smart choice

TOP 5 connectivity in IPv4 TOP 5 connectivity in IPv6

AS Connectivity AS Connectivity
8075/Microsoft 1.18545 6939/HE 1.17805
15169/Google 1.29763 8075/Microsoft 1.20592
6939/HE 1.35115 15169/Google 1.38314
3856/PCH 1.3598 9002/RETN 1.4785

12989/Eweka 1.42068 36351/Softlayer 1.49182




Closer Look at 6939

TOP 5 direct customers in IPv4

TOP 5 direct customers in IPv6

AS
174/Cogent
3356/Level3

7018/ATT
4323/TW
209/Qwest

Connectivity
4339
3356
2204
1860
1566

AS
6939/HE
174/Cogent
3356/Level3
1299/Telia
2914/NTT

Customers
1725
1118

996
565
560




Who are Tier-17?




nat t

nat t

Some say...

ney know members of Tier-1 club;

ney are members of Tier-1 club.



May be yes? Or may be not...

ALL WE KNOW IS... HES CALLED THE




Possible Tier-1
v

3356
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2914

6453

6461

2828
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Possible Tier-1
v e

3356 3356
701 701
174 174
2914 2914
6453 6453
6461 6461
2828 2828
3549 3549
3320 3320
1239 1239
6762 6762
5511 5511
3561 3561
209 c2p —> 6939

7018



Main Reason

Daily graph
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Conclusion

Data: https://radar.qrator.net/as-rating

e Fate could no be changed. But Tier-1 could be.

* When you compare IPv4 and IPv6 latency you
compare latency in two different Internets;

* With growth of IPv6 traffic the IPv4 and IPv6
graphs should become less different.



Questions?

Thank you for listening]!




